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Community Question Answering (CQA) services such as Yahoo! Answers, Quora and StackOverflow are
collaborative platforms where users can share and exchange their knowledge explicitly by asking and an-
swering questions. One essential task in CQA is learning topical expertise of users, which may benefit
many applications such as question routing and best answers identification. One limitation of existing
related works is that they only consider the warm-start users who have posted many questions or an-
swers, while ignoring cold-start users who have few posts. In this paper, we aim to exploit knowledge
from cross sources such as GitHub and StackOverflow to build up the richer views of expertise for bet-
ter CQA. Inspired by the idea of Bayesian co-training, we propose a topical expertise model from the
perspective of multi-view learning. Specifically, we incorporate the consistency existing among multiple
views into a unified probabilistic graphic model. Comprehensive experiments on two real-world datasets
demonstrate the performance of our proposed model with the comparison of some state-of-the-art ones.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

Community Question Answering (CQA) services such as Yahoo!
Answers [1], Quora [2] and StackOverflow [3] are collaborative
platforms where users can share and exchange their knowledge ex-
plicitly by asking and answering questions. For CQA services, it is
of critical importance to tap the expertise of each user and make
each question dispatched to an appropriate user quickly and prop-
erly, which may promote the evolving of QA communities. One es-
sential task to achieve this goal is to learn the topical expertise of
users, which may also benefit many applications such as question
routing and identification of best answers.

Existing approaches [4-7] mainly rely on their past question-
answering activities to build an expertise scoring model, upon
which to recommend experts for answering the questions. One
limitation of such approaches is that they mainly bias to warm-
start users who have posted many questions and answers, while
ignoring cold-start users who have limited posts. However, statis-
tics has justified that the users with few posts also contributed
certain valuable knowledge and answers to QA communities. Tak-
ing StackOverflow as an example, this fact can be illustrated by
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Fig. 1. From Fig. 1a, we can see that the participation of most
users in question-answering activities falls into the long tail part of
the power-law curve. This indicates that majority of users only an-
swer very few questions. While considering the thumbs up/downs
voted by the community as quality score for users on answering
questions, we observe that CQA systems enjoy great benefits con-
tributed by the cold-start users from Fig. 1b. On the other hand,
the user expertise might be reflected by multiple aspects. For ex-
ample, the capability of software developers consists of questions
answered, projects completed, and codes written, etc. Apparently
the cross-source knowledge is exact the indicator of such capabil-
ity.

Our paper mainly focuses on capturing the full views of user
topical expertise especially for cold-start users via leveraging cross
sources. Our intuition lies in the fact that although cold-start users
expose little expertise evidence in CQA services, they might leave
footprints on other social media websites. As a survey conducted in
US shows, 52% of online adults use two or more social media sites
such as Facebook, Twitter, MySpace, or LinkedIn, to stay in touch
with friends, family members, and business partners !. We believe
that a user’s expertise should be measured from many angles, for

T According Paw Research Internet Project’s Social Media Update 2014: http:
|[www.pewinternet.org/.
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Fig. 1. Cold-start users in StackOverflow.

example, we can learn one’s QA ability and programming ability
from StackOverflow and GitHub, respectively. Expertise learnt from
these two data sources are complementary. For cold-start users,
when a user leaves little footprint in one source, expertise from
another source might complete it. In our paper, one’s ability learnt
from a specific data source is called view, our problem can be de-
fined as a multi-view learning problem.

However, integrating of multiple views to learn topical exper-
tise of users in CQA is non-trivial. The first challenge lies in how to
fuse users’ heterogeneous features from multiple views effectively.
One naive approach is to concatenate the feature spaces generated
from different sources into a unified feature space. Thereby, tradi-
tional machine learning models can be further applied. For exam-
ple, in [8], Xiao et, al. exploit social media data to boost the perfor-
mance of cold-start users via social login, in this paper the authors
just enrich the information of users by extracting more features.
However such approach overlook the interrelations between as-
pects from different sources, instead simply stacking various views.
In fact even different aspects revealed from various data sources
are distributed in different feature spaces, they intend to model
the same user, resulting in the same characteristics in nature. Such
observation should be used to jointly learn user expertise aspects.
Another challenge we are facing is on incorporating multi-view co-
regularization into a traditional probabilistic generative model and
forming a unified framework.

In our paper, we propose a topical expertise model from
the perspective of multi-view learning, borrowing the idea from
Bayesian co-training [9]. We incorporate the consistency existing
among multiple views into a unified probabilistic graphic model.
Fig. 2 shows an overview of our proposed framework. We firstly
utilize the email matching as a bridge to identify users from dif-
ferent sources such as StackOverflow and GitHub. Thus their pro-
files containing information from different data sources are gener-
ated. Modeling on users’ activities from multiple sources, relevant
experts are returned with descending order for a given question.
Right part of this figure gives a sample project with description
and stars in GitHub and a sample QA post with tags and votes in
StackOverflow. The main contributions of this paper can be sum-
marized as follows:

« To integrate the multi-view consistency existing among multi-
ple sources, we propose a Bayesian undirected graphical model
for co-training.

« Then, we integrate the Bayesian co-training model and the top-
ical expertise model as a unified model and devise an approxi-
mate method for inferring the model.

- Finally, we validate our proposed model on two real-world
datasets, e.g., StackOverflow and GitHub. Comprehensive exper-
iments show the effectiveness of our model when compared
with some baseline models.

The remainder of this paper is organized as follows.
Section 2 highlights some works related to this paper. Section 3

introduces some notations and formulates our problem mathe-
matically. Section 4 elaborates our proposed topic expertise model
with multiple views In Section 5 we describe the datasets firstly
and then present the experimental results and parameter anal-
ysis. We conclude this paper and propose some future research
directions in Section 6.

2. Related work

In this section, we briefly review some related work of our
problem from three perspectives in the literature, including min-
ing in CQA especially for expert finding, cold-start recommenda-
tion and multi-view learning.

Expert finding in CQA. Our task is built on community ques-
tion answering site and researchers have studied CQA from many
perspectives. One perspective focuses on expert finding. Gener-
ally, the main approaches fro expert finding can be categorized
into two groups: the authority-oriented approaches and the topic-
oriented approaches. The authority-oriented expert finding meth-
ods are based on link analysis of the past question-answering ac-
tivities of the users in CQA systems. Bouguessa et al. [4] discover
the experts based on the number of best answers provided by
users, which is an in-degree-based method. Zhu et al. [10] se-
lect experts based on the authority of the users on the relevant
categories of the questions. Jurczyk et al. [11] propose a HITS
[12] based method to estimate the ranking score of the users based
on question-answering activity graphs. Zhang et al. [6] propose
an expertise ranking method and evaluated link algorithms for
specific domains. The topic-oriented expert finding methods are
based on latent topic modeling techniques. Xu et al. [13] propose a
dual role model that jointly represents the roles of answerers and
askers using the generative topic model. Liu et al. [14] propose a
language model to predict the best answerer. Guo et al. [15] and
Zhou et al. [7] devise the topic sensitive model to build the latent
user model for expert finding. Liu et al. [5] model both topics and
expertise of the users in CQA for expert finding. Saptarshi et al.
[16] utilize the crowdsourcing techniques to find the topic experts
in microblogs. Fatemeh et al. [17] incorporate the topic modeling
techniques to estimate the expertise of the users. Another research
perspective on community question answering sites is quality pre-
diction including answer quality prediction and question quality
prediction. Since the methods mentioned above are based on the
history data, it may suffer from the cold-start problem. For expert
finding, it is insufficient to estimate the expertise of users from
only one data source (view), because some users may be inactive
in one site but active in other site. Our work try to alleviate the
cold start users via learning from multiple views.

Cold-start recommendation. Recently, the cold start problem
in recommender systems has attracted a lot of attention and
several approaches have been proposed to solve this problem
[18-21]. Lin et al. [18] extract the information of items from Twit-
ter to overcome the difficulty of cold-start recommendation. Park
et al. [19] propose a latent regression model that leverages the
available attributes of items and users to enrich the information.
Yin et al. [20] propose a random walk based method to choose
the right cold-start items for users. Purushothas et al. [21] utilize
both textual information of items and social relations of users to
user-item recommendation. However, the cold-start recommenda-
tion techniques cannot be applied to the scenario of our expert
finding problem seamlessly.

Multi-view learning. The basic idea of multiple view learning is
making use of the consistency among different views to achieve
better performance. One of the earliest works on multi-view learn-
ing is co-training algorithm [22], which uses one view’s predictor
to enlarge the training set for other views. Some improvements of
co-training algorithm are also proposed [9,23]. Yu et al. [9] propose
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Task: Recommend ranked relevant experts to users given a question.

Project
Name: grit Owner: mojombo Language: Ruby Fork: false
Stargazers_count: 1866 Size: 7954 Contributors:
{1:177,70:67...} Stars: 1872
Description: Grit gives you object oriented read/write access to
Git repositories via Ruby.

Q&A
Question: Why is the Android emulator so slow? How can we
speed up the Android emulator?  Tag: android, performance
USER1
Answer: My understanding is that the Android Emulator should
start fairly quickly on such a machine, but ... Votes: 2465
USER2
Answer: Android Development Tools (ADT) 9.0.0 (or later) has
a feature that allows you to save state of the AVD (emulator),
and... Votes: 1092
USER3
Answer: IMPORTANT NOTE: Please first refer to the Intel list
about VT to make sure your CPU...  Votes: 953

------ src: http://stackoverflow.com/questions/1554099

Fig. 2. lllustration of our proposed scheme. We first integrate users from different data sources such StackOverflow and GitHub, according to their email addresses, and their
profiles containing information from those two data sources are generated. Modeling on users’ activities from multiple sources, relevant users are returned with descending
order of expertise for a given question. Right part of this figure gives a sample project with description and stars in GitHub and a sample QA post with tags and votes in

StackOverflow.

a graphical model for co-training based on the assumption that
multiple views are conditional independent, it illustrates the co-
regularized multi-view learning from the perspective of bayesian
learning. Other methods are based on co-regularization framework.
Sindhwani et al. [24] propose a learning framework for multi-view
regularization. SVM-2K [25] is a method which uses kernels for
two views learning. Sindhwani et al. [26] construct a single Repro-
ducing Kernel Hilbert Spaces (RKHSs) with a data-dependent “co-
regularization” norm that reduces multiple view learning to stan-
dard supervised learning. Chen et al. [27] present a large-margin
learning framework to discover a predictive latent subspace repre-
sentation shared by multiple views.

Different from the conventional literatures, our work aims to
alleviate the cold-start problem of expert finding in CQA through
multi-view learning. Based on the topic-expertise model (TEM)
[5] and borrowing the idea from Bayesian co-training [9], we in-
tegrate expertise learning from multiple views into an uniform
Bayesian network via introducing a latent variable.

3. Problem formulation

To formulate our problem, we first introduce some concepts
and declare some notations in this section.

Topical interest. We use topical interest to refer to user prefer-
ence for specific topics in community question answer. For exam-
ple, some users prefer to “Java”, while others are more interested
in “algorithm”.

Topical expertise. On specific topics, different users have differ-
ent topical expertise. For example, a user may be a guru for the
“Java” topic but a novice for “Python”. We use topical expertise to
refer to their level of expertise on specific topics. For a given user,
we can formalize a < user, topic, expertise > triplet when consider-
ing topic interest and expertise simultaneously.

Multi-view learning. Suppose we have U users and V>2
data sources. Let U= {uj,uy,...,uy} be the set of users.
Let P® = {p!" p{". . ..,pl(\;;,,)} be the posts set of view v.

—(f®) @) (v)
Let fO={f". £ .. "}
where F is the number of scores in view v. Let <ui("),p

1M 1M ,2) ,2) () V) (V)
Pigsooo Ping Piy > Pig -2 Py oo Pig 7 Pig 7 -

the map between users and posts from multiple views. Let <
pi("),s,- > be the score map of post i. Let T = {t;,ty,...,tr} de-
note the tags set if one view contains tags information. Multi-
view learning is a machine learning technique that can learn from

be the scores set of view v,
(1)
" i1
’pz‘(N{j > denote

Table 1
Summary of notations and descriptions.
Notations Descriptions
U Number of users
Vv Number of data sources
T Number of unique tags
o] Number of unique words
N! Number of Q&A posts of user u in view v
Ly, Number of words in user u’s n-th post in view v
Py, Number of tags in user u’s n-th post in view v
K Number of topics
EY Number of expertise levels view v
i Mean of Gaussian distribution
x Precision of Gaussian distribution
w,tvez Label for word, tag, vote, expertise, topic
WTVE?Z Vector for words, tags, votes, expertise, topics
G Normalization term of the regularizer
m Number of views
6 User specific topic distribution
N (e, Y-0) Expertise specific vote distribution
v Topic specific tag distribution
7 Topic specific word distribution
¢ User topical expertise distribution
a B.ony Dirichlet priors
a0, Bo, Ko, ko Normal-Gamma parameters

NG (ao, Po. 1o, ko) Normal-Gamma distribution

different views simultaneously. When V =1, it boils down to sin-
gle view learning.

Expert user recommendation. Given the historical activities of
users in multiple data sources. Our goal is to learn the topical ex-
pertise of each user from the perspective of multi-view learning.
Then we apply the user-topic-expertise tuple for expert user rec-
ommendation.

The set of notations and description of parameters used in this
paper are shown in Table 1.

4. Topical expertise model with multiple views

In this section we elaborate our proposed topical expertise
model with multiple views (MultiTEM) including learning and es-
timating the parameters. We only consider two views in this paper
for simplicity, and the idea can be easily extended to the case of
more than two views in a similar way.

4.1. Model

In our model user “topical interest” z represents topics the
user interested in. It can be represented as a topic distribution in
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Fig. 3. The plate notation of our proposed MultiTEM model. Dashed variables will
be collapsed out in Gibbs sampling.

topical models. In other hand, user “topical expertise” e is the level
of knowledge and ability of a user u under a topic z. It is appar-
ent that one user may show different topical interests and differ-
ent expertise from different views. For instance, one user may post
few posts about Java in StackOverflow as a newcomer, while he/she
may contribute many Java projects of high quality in GitHub. So
it's one-sided to evaluate the expertise of users from single view.
Based on this intuition, we try to take account these two views
simultaneously based on a hypothesis consistency.

Hypothesis consistency. We assume that one user should have sim-
ilar expertise on similar topic in different views. For example, if one
user’s expertise on Java in StackOverflow is level five, the expertise
on Java drawn from GitHub should also be close to level five.

We model “topical interest” and “topical expertise” from cross
sources separately and integrate them with a hypothesis consis-
tency in a unified probabilistic graph model. The plate notation
of our proposed probabilistic graph model (MultiTEM) is shown in
Fig. 3.

4.1.1. Model topical interest

Similar to Latent Dirichlet Allocation (LDA) model, it's easy to
think of introducing two independent latent variables when the
corpora are from two different sources. However, this will make
it difficult to incorporate the hypothesis consistency, since the two
latent variables are not in same space. In our condition, we assume
that corpora from multiple views share one common latent vari-
able z, which is drawn from multinomial distribution 6. In other
words, we enrich the textual information of users by considering
description of their posts and projects, without increasing the com-
plexity of models. For posts from StackOverflow, each one is com-
posed of words and tags. For projects from GitHub, each one is
only composed of words. Those words and tags are also drawn
from multinomial distributions with corresponding Dirichlet priors.

4.1.2. Model topical expertise

To model topical expertise, we assume that there exist E(1) ex-
pertise levels in StackOverflow and E() expertise levels in GitHub,
and each with a Gaussian distribution on vote/stars scores. The
reason why we choose Gaussian distribution is that it is with a
high range of scores, and the expertise level can be reflected by
looking at mean of its corresponding Gaussian distribution. Specif-
ically, a high expertise level is often associated with high vote
scores which can be modeled by a Gaussian distribution with high

mean. On the contrary, a low expertise level is with a Gaussian dis-
tribution with low mean. To incorporate the consistency, we sam-
ple the expertise score of votes and stars simultaneously with a
regularization. Particularly, given a pair of post and project for a
user, if their topics are same, we sample their votes and stars si-
multaneously according to a joint probability distribution with reg-
ularization, otherwise, we sample them independently.

Since the topic distribution of users is learnt from a hierarchi-
cal Bayesian network, the challenge of our proposed model lies
on how to incorporate the regularization term into a Bayesian
network and formalized a unified model. In [9], Yu etal. pro-
pose a Bayesian co-training model which illustrate multi-view
co-regularization from a perspective of probabilistic graph model.
Borrowing the idea from [9], we define the joint distribution of
expertise scores of votes f; and stars f5, taking the consensus
among multiple views into consideration.

H i — fio]’
e [

p(fV, f@) = p(fV) - p(f?) - exp _%Z
<k

(1)

where f and f® are normalized £V and f2) which represents
expertise votes and stars, respectively, f(1) ~/\/(u§,1), Zél)) and
f@ ~ N(,uéz), 5,2)) ; the third multiplier is a penalty term which
constraints that expertise scores from different views need to agree
with each other (inversely weighted by the sum of the correspond-
ing variances 8]2. and 8,3 ), G is the normalization term and m is the
number of views. When the regularizer term is removed, this joint
distribution can be used to sample expertise from different topics,
ignoring the consistency among same topics. Note that on an ex-

- - 22 .
treme condition that ||f(1) — flo || is large and 812 +482 is small,
calculating the regularizer term may result in numerical exploding,
thus we set the regularizer term to be zero on this condition.

4.1.3. Generative process

To model user topical interest and expertise simultaneously, we
assume each user u has an expertise level distribution on each
topic z, denoted as ¢;,. In this case, if this user is an expert in
topic z, the probability proportions ¢, , will have high values for
expertise levels in different views which correspond to Gaussian
distributions with high mean.

For each post in StackOverflow, we observe its vote, multiple
words and tags. We assume that each post has latent variables
eV and z, which denote the expertise and topic of this post, re-
spectively. Similarly, for each project in GitHub, we observe its
stars count and multiple words. We assume that project has la-
tent variables e(?) and z, which denote the expertise and topic of
this project, respectively. For each post of a given user u; in Stack-
Overflow, topics are generated from a user specific topic distribu-
tion 6, and its expertise is generated from the user topical exper-
tise distribution ¢, 4. For each topic z, in StackOverflow, words are
generated from a topic specific word distribution ¢,, tags are gen-
erated from a topic specific tag distribution ¥, in GitHub, words
are generated from a topic specific word distribution ¢,. Note that
we assume tags of answers are the same with the corresponding
question in StackOverflow. For each expertise e, votes are gener-
ated from an expertise specific Gaussian distribution N (e, ")
with Normal-Gamma distribution priors.

The generative process of Q&A posts of users can be summa-
rized as follows:

« For the u-th user, (u=1,2,...,U)
- Draw a user specific topic distribution 6 ~ Dir(c)
« For the u-th user
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- Draw a user topical expertise distribution for posts ¢>,§1) ~
Dir(BM)
- Draw a user topical expertise distribution for projects ¢>,§2) ~
Dir(B®)
« For the k-th topic, (k=1,2,...,K)

- Draw a topic specific word distribution for posts
)~ Dir(y (1)

- Draw a topic specific tag distribution for posts
¥~ Dir(yM)

- Draw a topic specific word distribution for projects
@ ~ Dir(y )

- For the e-th expertise, (e=1,2, ..., EM)
- Draw an expertise specific vote distribution for posts
N, M) ~ Mg, B, 1 kM)
- For the e-th expertise, (e=1,2,...,E®)
- Draw an expertise specific stars distribution for projects
NP 2 P) ~ NG BD g kD)
- For the u-th user (u=1,2,..., U)
- For the n-th post (n = ],2,...,NL(,1))
* Draw topic z~ Multi(6,)
+ Draw word w ~ Multi((pz(”)
* Draw tags t ~ Multi(l//z“))
« For the m-th project (m=1,2,..., Nf,z))
* Draw topic z ~ Multi(6,)
* Draw word w ~ Multi(go,fz))
« For the u-th user (u=1,2,...,U
- For the <n, m> in < NL(,U,NL(lz) >
* if Z[u][n] = Z[u][m] (same topic)
+ Draw vote fi, fo ~p(f1, f2)
* else
+ Draw vote f; ~ Multi(q&&l)), fo~ Multi(q&lsz))

4.2. Learning and parameter estimation

To learn and estimate the parameter of our proposed model, we
use collapsed Gibbs sampling to obtain samples of the hidden vari-
able assignment and estimate the model parameters of MultiTEM.
The Gibbs Sampling process is described in Algorithm 1.

Algorithm 1 Gibbs Sampling for MultiTEM.
1: procedure GIBBS SAMPLING
2 Initialize Z
3 for each Gibbs sampling iteration do
4 for each user do
5: for u’s n-th post, n=1,.., NL(,]) do
6
7
8
9

Let ¢ denote {u, n}
Draw z. according to Eq. (2)
for u's m-th project, m=1,..., NL(,Z) do
: Let ¢ denote {u, m}

10: Draw z. according to Eq. (2)
11:  Estimate 8, ¢, 9@ and y @
12: Initialize E
13: for each Gibbs sampling iteration do

14: for each user do

15: for u’s n-th post, n=1,.., Nf,]) do

16: for u’s m-th project, m=1,..., Nf,z) do
17: Let ¢ denote {u, n, m}

18: if Z[u][n] = Z[u][m] then

19: p(fM, f@) « Eq. (1) (reg.)

20: else

21: p(fM, F@Y) « Eq. (1) (no reg.)
22: Draw z. according to Eq. (3)

We sample topic z and expertise e sequentially. To start with,
we sample topic z, for each user u and his/her corresponding post
n and project m. Let ¢ denote {u, n} or {u, m}, we derive the Gibbs
update rule for z. as follows:

p(ze = 2|Z~e, WD, WP TOD 1) £ @)
p(Z, WO W TOD ) f2)|@)
* p@EZ, WO, W), T, ), f2)|©)
A £ ) . ACD 4 ) ' ACHD 4 @)
ACS +a®) ACY +yD) AC +y@)
ACY +17D)
AGSL+1D)
Gl +a® WO T @0+ y @ 4= 1)
Zf:]CL’fflz+KOt(1) ]_[5'51 v CZ$L>+V<1>J/<1>+1_1)

w=1

g gy 2 .
et T (2 4y @ i 1)

[T T @ + V@ y @+ j—1)
HtT:1 1_[;;1 (ngg +nM +p-1)
Moo Ty G4+ T g = 1)

(2)

where A(-) is a “Dirichlet delta function” which can be seen as a
multidimensional extension to beta function.

After the procedure of topic sampling, we can obtain the topic
distribution of each user u on his/her each post n and project m.
Then for user u we sample the topic of post and project simultane-
ously. We assume the (i, X) for all the expertise levels are known.
Let ¢ denote {u, n} or {u, m}, we derive the Gibbs update rule for
ey n OF ey, m as follows:

p(e) =eM @ = e |ED ED D {2 @)
N p(E(”,E(Z),f(”,f(z)|®)
1 2
p(EX ED 1) f)|©)
_AGYHBY)  AGY +BP)
ACA+BD) ACH+BD)
-p(f1, f2)
GO+ B
1) -
S G +EDBM
Ce<2) + lg(z)

Z,u,7c

: o -p(fi. f2), (3)

) 2
o1 Coine + E@B@

where p(f1), f2)) is set to be Eq. (1) with regularization if post n
and project m share same topic, otherwise, p(f1), f2)) is set to be
Eq. (1) without regularization.

To estimate parameters (e, Xe) for an expertise level e, we
need to consider all the votes/stars associated with e and derive
the posterior distribution. We report the derived formula in the
following, one can refer to [28] for the detailed derivations.

(e, Z [Vie,—e, ©)
e
X p(viei:e“‘l’ev Z) : Ng(/vLO: KO, OlO’ ﬂo)
e

= [T Me. Y ) - NG Y Iko, ko, @0, Bo)
k

ViVje e e

— NG(e, Y [ el et BL), )
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where u,, «,, o, B, are defined as follows:

, _ Kol + NeVe

Fe= =+ ne
Ky =Ko+
e
%:%+7
7 2
2 KoNe(Ve — o)
+5 Y. W=V —=c 5
= Bo ”H( 7o)~ + oy (5)

where V. is the average vote score/stars for expertise e, n. is the
total number of votes/stars with expertise level e.
Given Egs. (4) and (5), we can update (ite, Xe) as follows:

a/
te=fly, Y = ﬂ% (6)
e e

With Gibbs Sampling, we can make the following parameter es-
timation:

Ck+a G +n
Ouk = <K % v Vuk = T ~ . .
Y ke G + Ko 21 G+ Tn
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4.3. Expert users recommendation

Given a question g and a set of test users U, the target is to
rank all these users by their interests and expertise to answer the
question q. We score each user u by considering user topic similar-
ity with the question Sim(u, q) and user expertise in the question
Expert(u, q), where the intuition is that if the user is interested and
have a high expertise for the question, then the user tends to pro-
vide a good answer wining high votes. The recommendation score
function is defined as follows:

S(u, q) = Sim(u, q) - Expert(u, q)

z (8)
= (1-JS(By,0y)) - Zeq,z -Expert(u, z),

z=1
where JS( -) is JS-divergence distance. Note that 6, and ¢, , can be
obtained from our model results, and Expert(u, z) is the expertise
of user u under topic z which can be calculated as follows:

EM

> piie - nlh. 9)
e=1

04 is the question’s topic distribution and it needs to be estimated
by computing its posterior probabilities. Specifically, we compute
04, - as follows:

Expert(u,z) =

0.z o« pzlwi” WP, eV, u)
= p(zlw)pw|2) p(w? |2)p(ti" |2)
= Gu,z Z p(W|Z) Z p(W|Z) Zp(tlz)

wiw" ww® et
=0uz Y ¢PV@zw) Y ¢P@w) ) ¥zt (10)
w:wé1> wr w;z’ t:t;”

where w and t are the set of all the words and tags in question
g. Here 6y, ;, ¢(z, w) and ¢(z, t) can be obtained from our model
results. After we score each user in U, we rank them in decreasing
order of the score. The expert users recommendation algorithm is
summarized in Algorithm 2.

Algorithm 2 Expert Users Recommendation Algorithm.
Require: Question g
Ensure: Ranked expert users

1: procedure EXPERT USER RECOMMENDATION

2: forz=1,-.-- ,K do

Calculate 6y, according to Eq. (10)
foruseru=1,.---,U do
,K do

Calculate Expert(u, z) according to Eq. (9)

3
4
5: for topicz=1,---
6
7 Calculate S(u, q) according to Eq. (8)
8

return Ranked expert users according to S

Table 2

An overview of dataset.
User
GH 15,647,255 Intersection 98,760
Nej 1,259,622 Filtered 2959
Training Testing
Question 3,708 Question 141
Answer 18,961 Answer 454

5. Experiments
5.1. Data collection

According to [29], expertise derived from StackOverflow can
somehow also be reflected from GitHub indirectly. In this paper,
we consider StackOverflow as a main source for CQA and GitHub
as an external source to verify the effectiveness of our proposed
model.

StackOverflow. StackOverflow is a popular online programming
question and answer community started in 2008. It dumps and re-
leases the dataset every three months. The data used in our ex-
periment is released in August 2012, containing about 1,295,622
registered users dating from July 2008 to August 2012.

GitHub. GitHub, one of the most popular social coding sites, has
gained much popularity among a large number of software devel-
opers around the world. It has a publicly accessible API. Crawling
GitHub website by its API, we get 28,362,019 projects, 15,647,255
users.

Intersection. To intersect data from StackOverflow and GitHub,
a conservative approach matching email address is adopted in our
experiment. In the GitHub dataset email address are present, while
in the StackOverflow dataset email address are obscured, but their
MD5 hashes are available. Therefore, we merge a GitHub and a
StackOverflow user if their MD5 email hashes are identical.

To train and test our model, we split all the posts by date Au-
gust 8th 2011. In other words, posts that are posted before that
date are used for training and the left for testing. Then we select
users who have posted more than 5 posts and contributed to more
than one project, so that we can vary their density. In training
data, we get 2959 users with 3708 questions, 18,961 answers and
67,601 projects. In testing data, we remove testing questions which
have less than 3 answers, then we have 141 questions and 454 an-
swers. Table 2 summarizes the data size as mentioned above. It is
worth mention that, the scale of our testing data is a little smaller
than that used in [5], this is because that the size of users in our
paper is much smaller after the intersection procedure. For data
preprocessing, we tokenize text and discard all code snippets. Then
we remove the stop words and HTML tags in text.

Fig. 4 shows the activities and expertise distribution of users
on cross platforms. From Fig. 4a we note that some users an-
swer few questions in StackOverflow, but contribute lots of projects
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Fig. 4. Activities and expertise distribution of users on cross platforms. (a) Number of questions a user answers in StackOverflow v.s. number of projects this user contributed
in GitHub. (b) Average number of votes in StackOverflow v.s. average number of stars in GitHub.

Table 3

Top 20 tags in StackOverflow.
Tag Frequency  Tag Frequency
javascript 182,509 ruby 55,463
php 146,926 ios 51,025
java 144,660 css 49,756
c# 143,001 mysql 49,642
python 120,203 .net 48,523
jquery 118,475 objective-c 45,180
C++ 79,503 iphone 43,805
android 76,592 c 39,789
ruby-on-rails 74,207 asp.net 36,026
html 70,047 sql 32,371

(repositories) in GitHub. From Fig. 4b we find that although some
users’ expertise in StackOverflow (votes) is low, they may have a
high expertise in GitHub (stars). This exactly verifies the assump-
tion we introduced previously.

Table 3 lists the Top 20 tags in StackOverflow. The frequency
column in this table represents the number of question which are
tagged with the corresponding tag. From this table, we can find
that most tags in StackOverflow are programming languages like
javascript, php and java, which is in accordance with our expecta-
tion.

5.2. Experimental setup

For all experiments, we empirically set hyperparameters ac-
cording to suggestions in [5]. For set Dirichlet parameters, we set
a=50/K, B =2 =001, yM =y@ =0.01, n=0.001. For
Norma-Gamma parameters, we set (1o as the mean of votes/stars
from our datasets, kg as 1, &g as 1, and By as the mean distance
between randomly sampled 1000 votes/stars. We run MultiTEM
with 1000 iterations of Gibbs sampling. With some trails on the
number of topics and expertise, we set topic number K = 15, ex-
pertise number E() = E® =10 as they provide meaningful topics
and vote Gaussian distributions for our datasets.

Evaluation metrics. By following the study [5], we use NDCG
(normalized Discounted Cumulative Gain) as the evaluation met-
rics. Let vote(i) denote the vote counts of the answer ranked at i in
a system output. The NDCG is formally defined as follows:

N .
B log(vote(i) + 1)
DCG@N = ; “loglit ) (11)
DCG@N
NDCGON = ot (12)

where maxNDC is the DCG of the ideal ranking where answer list
is sorted by vote counts in a descending order.

Table 4

Top words for different topics discovered by MultiTEM.
Topicl Topic2 Topic3 Topic4 Topic5 Topic6
server class presentation  repository  library page
data method bootstrap sample javascript  javascript
application  object project rails plugin html
time data framework data files jquery
user type app docker perl css
database table angular sideci module data
web database  slides project python make
make sql web openstack  ruby user
sql make angularjs ruby data text
system methods application module test control

Baselines. To evaluate the effectiveness of MultiTEM, we com-
pare against some baselines in previous related works:

« TEM. TEM [5] is our main reference model. This model inte-
grates users’ expertise and interests together in the context
of single view. We apply this model into StackOverflow and
GitHub data separately and it derives two related models, e.g.,
TEM+SO and TEM+GH.

UQA. [15] proposed a User-Question-Answer Model for model-
ing of Q&A text. One major difference between UQA and TEM
model is that UQA does not model user topical expertise. We
apply this model into StackOverflow and GitHub data sepa-
rately and it also derives two related models, e.g., UQA+SO
and UQA+GH. Besides, it can also be extended handle multiple
sources (MultiUQA).

SingleUQA/SingleTEM. To illustrate the advantages of multiple
views over single view, we only consider the projects infor-
mation from GitHub into account and concatenate the multiple
views as a single view. Based on UQA and TEM model, we de-
rive the SingleUQA and SingleTEM models from the perspective
of single view.

« MultiTEM. This model is the model proposed in this paper.

All the experiments in this paper are implemented with Python
2.7, and run on a computer with an 2.2 GHz Intel Core i7 CPU and
64 GB 1600 MHz DDR3 RAM, running Debian 7.0.

5.3. Experimental results

To have an intuitive feel for topical interest of users, we show
six “topics” (i.e., highly probable words) that are discovered from
the intersection dataset of GitHub and StackOverflow using our
MultiTEM model in Table 4. From this table we can see that these
discovered “topics” are related to programming which are within
our expectation.
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Table 5

Best performance of different models.
Model NDCG
UQA+S0 (80%) 0.9204 +0.0130
UQA+GH (40%) 0.9124 +0.0201
TEM+SO0 (60%) 0.9231+0.0114
TEM+GH (60%) 0.9103 +£0.0136
SingleUQA (20%SO+80%GH) 0.9221 +0.0289
SingleTEM (20%SO+100%GH)  0.9238 +£0.0346
MultiUQA (20%SO+80%GH) 0.9282 +0.0063
MultiTEM (20%SO+80%GH) 0.9312 + 0.0095

B VoA T3 TEM:S0 MM TEMiGH  mEE WumieN]

Density of GitHub.

Density of StackOverflow

(a) Impact of density of StackOverflow. (b) Impact of density of GitHub.

Fig. 5. Impact of density of StackOverflow and GitHub dataset.

We run each comparison model for five times and calculate the
NDCG values and their corresponding variances. Table 5 shows the
best performance of different models for the task of expert user
recommendation. Some conclusions can be drawn from this table.

- When considering only one dataset (e.g., StackOverflow or
GitHub), the performances of UQA and TEM mode are very sim-
ilar, UQA which just considers topical interest performs even
better than the TEM which also considers the topical expertise.
This can be illustrated by that on the condition of textual in-
formation is limited, considering the expertise factor will only
increase the complexity of the model, resulting in the perfor-
mance degradation.

From the results of UQA model, we note that when we just
introduce the textual information from external source (e.g.,
GitHub), ignoring the expertise information, the performance
does have a certain improvement, indicating the effectiveness
of introducing more textual information.

Comparing the results of single view version of UQA/TEM with
that of multiple views, we can find that introducing multiple
views of users really boost the performance, which also verifies
the effectiveness of our proposed Bayesian co-training based
multi-view learning model.

Comparing the results of MultiTEM and MultiUQA, we can note
that our MultiTEM model which considers the textual informa-
tion and expertise factor from external source simultaneously
achieves a better performance than the MultiUQA which just
takes the textual information into consideration, indicating the
effectiveness of our probabilistic graph model proposed in this
paper.

Overall, in the expert users recommendation task, our Multi-
TEM model outperforms other baseline methods in same condition.

In order to measure the impact of data sparsity, as well as the
degree of external information we added, we vary the density of
StackOverflow and GitHub and conduct experiments on these data
respectively. We first fix the density of GitHub to be 40% and vary
the density of StackOverflow from 20% to 100% with step of 20%.
Fig. 5a shows the impact of density of StackOverflow. From this
figure we can find with the varying of density of StackOverflow,
our MultiTEM achieves a better performance than baseline mod-
els, indicating the effectiveness of information extracted from ex-
ternal sources. However, it’s worth noting that with the increase in
density of StackOverflow, the performance advantage of MultiTEM
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080 o %% 15 20 5 30

Number of expertise (E) Number of topics (K)
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Fig. 6. Impact of expertise number E and topic number K.

roughly becomes smaller. This indicates that when the density of
StackOverflow is large enough, some traditional models have per-
formed well enough.

We then fix the density of StackOveflow to be 20% and vary
density of GitHub from 20% to 100% with step of 20%. Fig. 5b
shows the impact of density of GitHub. Similar to Fig. 5a, from
Fig. 5b we can find that the performance of our MultiTEM still
keeps better then that of other baselines when varying of den-
sity of GitHub. It is worth noting that with the increase in den-
sity of GitHub, the performance of MultiTEM does not always in-
crease, indicating that it is not the more external information the
better. This can be illustrated by the possibility that while incor-
porating the information from external sources, the noise are also
introduced at the same time. It is necessary to balance the density
between StackOveflow and GitHub.

5.4. Parameter analysis

In our model, E (E®) =E® =E ) and K represent the number
of expertise level and topics, respectively. To study the impact of
those parameters on the NDCG metric of our approach, we set the
density of StackOverflow to be 20%, the density of GitHub to be
40%. And we vary E from 5 to 15 with step of 1 and K from 10 to
30 with step of 2. Fig. 6 shows the impact of those parameters.

From Fig. 6(a), we observe that the impact of parameter E to
NDCG is a little small since the NDCG is stable when varying its
values. From Fig. 6(b), we observe that the parameter K really has
an impact on NDCG. The optimal value of K may be 14 —-18 or
24 - 28.

6. Conclusion and future work

Learning topical expertise of users is an essential task in CQA.
Considering one limitation of existing approaches that based on
historical posts of users, ignoring the cold-start users who are in-
active in CQA while leave footprints in other site. In this paper,
we aims to warm these cold-start users via exploiting cross-source
knowledge. We propose a unified probabilistic graph model which
jointly models topics and expertise from cross sources with a hy-
pothesis consistency. We apply our model to a specific task of ex-
pert user recommendation for a given question. Comprehensive ex-
perimental studies on StackOverflow and GitHub datasets demon-
strate the effectiveness of our model when compared to other ex-
isting methods.

As our paper can only handle the code-start users who have
left footprint in at least one data source and can not deal with
the users who are beyond the intersection of data sources, in our
future work, we will focus on dealing with those cold-start users
whose information are difficult to collect from any data source.
And we also plan to apply our model to some other tasks such
as answers recommendation and similar questions to better vali-
date our model. We expect to further study the temporal aspect
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of users in CQA. In real world, the interests and expertise of users
change with time. Capturing such temporal information could be
more beneficial in recommendation tasks of CQA. Another inter-
esting aspect is the social influence of users on CQA. The answerer
profile might influence the voting behavior of users and hence im-
pacts the recommendation methods. It is an interesting problem
to analyze the correlated components in CQA for adaptive recom-
mendation systems. In addition, we will try some transfer learning
methods so that we do not need to intersect the StackOverflow
and GitHub data, and we will get more samples for training and
testing.
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